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THEORY AND SECURITY SYSTEMS ENGINEERING

The article presents the basic notions and definitions of systems security. The model of threats for systems
security and a general model of a safe system (i.e. secured against outside and inside threats) were discussed.
The problem of systems security management, considering particularly the management of risk, was defined. The
paper has been presented the current problems of research and education in the science of safety and security,
treated as an area of systems research (systems analysis, systems engineering).

The attention is paid to the phenomenon of both the growth of security threats (for the individual, local,
global), as well as the growth in popularity of study at the field of national security and related (e.g. internal
security, health security). On the background of these phenomena it has been presented author’s original project
of interdisciplinary studies in security systems engineering as a field of study carried out by both institutions,
social university and technical university. 4 general model of threats, systems’ safety and safety management
has been presented. The model of safety management is considered in terms of a duplex control over the

allocation of means and security measures.
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“There is no such thing as an isolated person or situation. There is only a relation between a person and
their environment. A relation, which essence is expressed by the word ‘threat”.

Introduction

Dynamic changes of security environment that
have been in process since last decades resulted in
forming a national security concept. Subjects of
national security are directly related to the security
paradigm changes. Traditional concept of security has
been broadened to cover not only object’s endurance
but welfare and development as well. Likewise,
national security concept is an extension of state
security concept — it refers to protection and defence
of state but either comprises protection of nation (the
society and individuals as well), it’s values, needs,
development goals, goods, heritage and natural
environment, from military and non-military threats.
A system analysis of security of any objects is
sensible when danger exists, that is to say when there
are threats that can cause either an interruption of
functioning (existence, progress) of those objects, or a
loss of certain properties thereof. Security is a
ambiguous notion, regarding to: [1] lack of danger; [2]
a system of institutional and non-institutional
guarantees of threats’ elimination or minimization; [3]
one of the existing existential values, related to sense
of stability, an enduring favorable state of affairs, a
sense of lack of threats, confidence. In terms of
political science and national (international) security
related studies, both the coverage criterion (e.g.
regional security, global security) and the subject
criterion (military, economic, ecological, technical,
cultural security) are applied. On the other hand, on
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the basis of system analysis, two dominant approaches
exist, namely:

Security understood as an object’s property,
qualifying its resistance to the emergence of
dangerous situations (threats), the major accent being
put on the object’s security failure, that is its
susceptibility to real or potential threats;

Security of a system understood as its capability to
protect its intrinsic values against outside threats.

We need to notice two aspects of security: the
objective one, when conditions exist to create real
threats, and the subjective one, which expresses the
feeling of security or insecurity. In systemic studies,
the relation is highlighted between the security of
systems and other system characteristics, such as e.g.
stability, balance, reliability, resilience, readiness, etc.,
especially their effectiveness (in terms of efficiency
and/or economy).

Research results

Model of threats.

A threat to the system’s security is any occurrence
(process, event) that is undesirable in terms of
uninterrupted functioning of the system (table 1). Such
occurrences or their accumulation in the given time
and place, by affecting it destructively, create a
threatening situation for the system’s existence
(development). It should also be noted that there is a
possibility of creating situations dangerous to the
system, causing internal threats resulting from e.g.
system’s failure (fig. 1).
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Table 1

Classification of threats

Classification criterion Threats

Physical properties

Material threats (on the road, in the air, etc.)
Energy threats (heat, radioactivity, etc.)
Information threats

Non-material threats (mental, social, political)

Duration time

Short-term, occasional threats,
Long-term, increasing, evolving threats,
Cyclical, recurrent threats;

3 Range

Local threats,
Extensive threats (regional, global);

4 Stability of territorial coverage

Spreading threats,
Non-spreading threats.

Source: own elaboration of the authors
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Figure 1. General typology of threats for the security of systems

Source: own elaboration of the authors

System’s situation is taken into consideration
[9,12] ==(S,E,R)

Where: S — the system, which is the object of
threats: S<M.Rw>, M — a set of elements, Rw — a set
of relations between elements; E — the environment,
consisting of elements, which are the sources of
threats; RzcSxE — a set of relations.

A system analysis of threat situations can be
“scaled” according to two criteria:

a) Probability criterion (security) of emerging of
a state of threat (or other measure of the possibility of
threat occurrence, e.g. fuzzy measurement);

b) Importance criterion (severity) of the state of
threat (e.g. the risk and the value of the system in
question or the value of resources it disposes).

If the system S has a function of security threats
z(t) assigned to it and the function of reliability is
Rel(t), then the function of the systems effectiveness
is (fig. 2):

E(®)=f{u(t),K()=0(z(t), Rel(t)),

where U(t) — utility function,
K(t) — cost (expenditure) function.

System's security |

Threats
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" Reliability of the
Risk system
security systems damage
(security, defense)
inefficiency errors

Figure 2. A concept of system analysis of security

Source: authors’ own work
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System’s security model.

If the threats have been recognized, then the
system’s security depends on equipping it with a
specified resistance potential (security). In particular,
it can be a particular, usually layered security system,
protecting against threats.

Let us consider, as before, a given system situation
¥ and assume that the data is as follows:

Outside threats A(t) coming from the system’s (S)
environment (E), to which a function of threat
potential corresponds;

System’s (S) resistance to outside threats B(t),
which corresponds to the function of the defense
(security) potential.

Above situation characteristics are random
functions with known probability distribution:

F(a,t)=Pr{A(t)<a, a>0},
G(b,t)=Pr{B(t)<b, b>0}, teT

A generalized indicator of the system’s security
can be expressed by the probability that the threats
will not exceed a given critical (permissible) point
8,>0 and the system’s resistance will be greater than a
specified limit by, which is B(t)=p(ao,b.)=Pr{A(t)<a,,
B(t)>b,} which, in terms of statistical independence of
the values in question, gives us an indicator of the
system’s security: B(t) = F(a,, t) [1 — G (b, 1)].

Accepting the desirable level of system’s security
as po>0, we may say that the system is safe within
time T, provided that in every moment teT the
condition B(t)>Bo is met. In the case of technical
objects, analyses of the object’s security utilize certain
simplified procedures, which boil down to
determining the probability of “destruction”
P=p(Ps<P.), P=A(t), Ps=B(t).Which means that there
is a possibility of generalized resistance (bearing
capacity) P is no larger than a generalized threat
(encumbrance) Pe.

Apart from crisis situations, where national or
business security is at stake, special attention is paid to
crisis situations caused by extensive threats (e.g.
chemical and energy disasters, weather anomalies,
viral epidemics, etc.) and local threats (e.g. road
accidents, building disasters, explosions, etc.).

Procedures and standards are set for various types
of crisis situations, setting out e.g. threat classes and
threat objects’ classes, severity of the threats’ results,
etc.

Security management

In the system analysis of security it has been

assumed that the following have im-pact on the
system’s effectiveness (fig.3):
System’s reliability, its capability to operate smoothly
(with no failure, damage, errors, etc) in the given time;
System’s security, its capability to protect itself
efficiently against the effects of outside threats.

System security management is an integral part of
system management and is associated with
rationalizing the choice of measures (methods,
technologies) providing secure (consistent with its
purpose) functioning of the system in a dangerous
environment (tab. 2).

If there are no outside threats, then system security
management can be reduced to managing over the
system’s reliability: we must chose such a reliability
strategy, which criterion value (function of system’s
reliability) is at maximum, assuming that the cost of
the reliability increase (or keeping reliability on the
desirable level) does not exceed the permissible limit.

If, however, threat to the system’s security exists,
then security management can be reduced to choosing
such security strategy (means for protection against
threats) from a set of permissible strategies, which
anticipated value of the effects of threats (losses) is
minimal, assuming that the cost of applying this
strategy (implementing security measures) does not
exceed the permissible limit.

It should be pointed out, that both the problem of
reliability management and the problem of system
security management, can be reduced to the following:
[1] minimizing the risk function, provided the value of
effects (utility) obtained due to the functioning of the
system are greater than the desirable limit or [2]
maximizing the function of the system’s effectiveness,
provided the function of risk is no greater than the
permissible (safe) limit.
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Figure 3. Security system against threats

Source: authors’ own work
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Table 2
Security management
RELIABILITY
THREATS
Low High

reliability management: minimizing reliability management: sustaining the state
Non-existent the costs for a desired level of of reliability for the permissible level of

reliability (risk, effectiveness) expenditure for protection against failures

security management: minimizing the security management: minimizing the costs

Existent costs for a desired level of reliability for the desired level of risk and sustaining
and security (risk) the level of reliability

Source: authors’ own work

Let us assume that a system is given as the object formulated as a problem of duplex optimization,
of threat (fig.4), , characterized by a generalized namely:

function of security a) Primary problem
B: f(Pe,Ps,V) B: F(Bl,..., BN) —>Mmax
where v - system’s value, 0<P<Poma O<Ps<Pg., Where
v>0 . N
And the function of cost of security against threats Bi=pi(Ps', Wi), Wiz0 ZWi =W
K=¢(Ps, v)>0. =

It is assumed, that the costs are directly Provided that

proportional to both the system’s value and the
security potential.

The problem of optimization of security
management can be formulated as determining such a )
value Ps, which maximizes the level of security, that is Bi = fi (P, W;) — max
[3—>max_, provided that: KSK@ where K, represents t_he K; (Pé,V\/i) < Kio- i=12.. N
permissible value of expenditure for system security
against possible threats P..

Let us assume there are N relatively independent
systems, every one of them characterized by the
following values (fig.5):

{Pel, PSI, VI, Bi! Ki, i=1,2,...,N}

A primary management system, which administers
central security measures (resources) W. Depending
on the local threat situations, the primary decision-
making center may assign a specified W value to i
system in order to enhance its security.

Insuch a case, security management can be

N .
K= Ki(Ps, W) <Ko
i=1
b) Local problem:

It is assumed that the primary management system
— thanks to the processes of monitoring and diagnosis
of threats situations — possesses information on the
threats, which means that {Po', i=1,2,...,N} for the
moment t (or the period T). This information is the
basis for optimization of W; resources allocation to
individual systems. It can also be assumed, that the
primary system (center) allocates the measures
directly to the i local system, for internal security
purposes, or indirectly, for enhancing the outside
security system (fig.5).
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Figure 4. A model of security management

Source: Sienkiewicz P., Teoria bezpieczenstwa systemdéw, AON Warszawa 2004
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Figure 5. A model of security management

Source: Sienkiewicz P., Teoria bezpieczenstwa systemow, AON Warszawa 2004

Conclusions

Security of technical systems may be considered in
two basic aspects, namely [1] as the security of
technology in terms of its negative consequences
(threats) to the environment (social environment,
natural environment); [2] as the security of the
technical system, resulting from its functional states
(reliability-unreliability, readiness, resilience, etc.).

In the first case, we are dealing with a necessity to
analyze the technological risk, which is best shown by
the example of Chernobyl syndrome, whereas in the
latter case, the risk can be expressed by
communication security (e.g. in air transport), affected
by unreliable technology. Although the disaster at
Chernobyl nuclear power plant was caused by
technical system breakdown, resulting from human
error, the social (health and biological) and ecological
effects were the consequence of the specific properties
of nuclear technology.

Scientific study over technical systems’ security
have a long history. Its beginnings should probably be
sought in the old ages, when giant structures (e.g.
cathedrals, aqueducts) were created that needed to
meet safety conditions of building constructions. A
method proposed by Ch. Coulomb (1736-1806) was
known as allowable stress method and is a
deterministic method. In the 1930’s it was assumed
that a catastrophe, failure or breakdown must be
treated as a random event and the reliability (security)
must be analyzed with probabilistic methods.

In the late 60°s and 70’s, at the Military University
of Technology, a foundation was made for the original
school of study over exploitation in military
technology (e.g. the works of S. Ziemba, S. Piasecki,
J. Konieczny), including the issues of wear and tear
(durability, resistance), reliability and control over the
processes of exploitation (handling and attendance) of
technical equipment. In the late 80°s and 90’s, the
main research centers have developed in: Systems
Research Institute of the Polish Academy of Sciences
(systems’ reliability: Piasecki, Hryniewicz), Warsaw
University of Technology (reliability and security in
transport: Wazynska-Fiok, Szopa), Gdansk University
of Technology (Brandowski) and Air Force Institute
of Technology (Lewitowicz, Jazwinski). Scientific
achievements in this field were summarized during

national conferences in Kiekrz under the common title
Systems Security (1986, 1988, 1990, 1992, 1994,
1996), as well as KONBIN International Conferences
on Security and Reliability (1999, 2001, 2003).
National Defence University conducts extensive
research on military and non-military security issues
(on theory and security systems engineering).

During these conferences, which presented over a
1000 lectures, a creation of uniform foundations of
security studies was repeatedly postulated (S. Ziemba,
L. Brandowski, K. Wazynska-Fiok, J. Jazwinski, A.
Szymanek, J. Lewitowicz, P. Sienkiewicz). There
have also been attempts on creating uniform concepts
of security and insecurity, threats and risk of both
technical and social systems (P. Sienkiewicz, A.
Szymanek).

Presently, two main research trends can be
distinguished: [1] creating theoretical basics of
(technical and social) systems security, [2] designing
security systems, including security management and
hence risk management methods as well (especially in
crisis situations). We can, therefore, speak of security
science, which includes the theory and engineering of
systems security.

Basic methodological conclusions of widely
understood systems research over security of social
and technical objects, may include the following:

Security is a system category, as it concerns
complex objects (technical, biological, socio-
technical, social), considered as a structuralized
whole, active and operating in an active environment;

Security of a system is a state and a process, in
which the system can develop (realize its development
goals)

System security is a relative concept, always
related to the general outside situation, moreover, it
can either mean a lack of threats (objective state) or
lack of sense of danger (subjective state);

Every conflict situation, in which the particular
system participates, includes potential or real threats
to the system’s security;

The system’s security depends both on the risk
volume  (intensiveness and outside influence
effectiveness) and on the effectiveness of security
system;

One of the basic tasks of system analysis is to
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identify dangerous (critical) situations, including the
recognition and evaluation of the sources of threats,
their intensiveness, forms and the risk of their
potential effects;

One of the basic tasks of system security
engineering is developing methods of designing
efficient security systems, providing a desirable level
of security to the systems;

The issue of systems security is a strictly
interdisciplinary problem that will become more and
more significant in view of the creation of a new
world order (globalization, information society); the
most important issues are likely to include
international and national security, transport and
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TEOPIA TA NMPOEKTYBAHHA CUCTEM BE3INEKU

ITvomp Cinkeeuu (0-p dinocogii, npogpecop, oupexmop incmumymy npoexmysanna cucmem desnexu)
ITvomp I'agniuek (douenm, npedcmasnux pexmopa 3 innosauii)

Hauionanvnuii ynieepcumem oooponu, Bapwasa, llonvwa

Y ecmammi npedcmaeneni ocnosni nonamms ma eusHavenHs besnexu cucmem. Bynu 062080peni mooensv
3a2po3 01 be3neku cucmem i 3a2anbHa Mooenb Oe3neyHoi cucmemu (MoOMO 3axuyeHol 8i0 308HIUHIX MmaA
sHympiwHix 3azpos). byna eusnauena npobrnema ynpaeiinns 0e3neKoi0 CUCMmeEM, 6PAX08YIOUU 0COOIUBOCMI
VNPAGNIHHA pUBUKOM. Y cmammi HaseOeHO NOMOYHI NpobieMuU HAYKOBUX O00CHiONCeHb y cgepi 3axucmy ma
besneku, AKI po3ena0armscs AK 001Acmb CUCMEMHUX OOCHIO0NCeHb (CUCTMeMHUU aHALi3, NPOeKmySaHHs
cucmem).

Yeaca npudinsemocs seuwy 3pocmanns 3aepos 6esneyi (iHOUGIOYaIbHI, IOKANbHI, 2I00ANbHE), @ MAKONC
3DOCMAHHS NONYIAPHOCMI HAGUAHHS ) 2AIY3i HAYIOHANLHOT Oe3neKu ma noe s3aHux i3 Hero 2any3sax (Hanpukiao,
sHympiuHbol be3neku, beznexu 300pog's). Ha goui yux sieuwy 6y npedcmaesienuti a6mopcoKutl OpuUiHaiIbHULL
NPOEKm MiNCOUCYUNTTHAPHUX OOCTIONHCEHb U000 NPOEKMYBAHHA cucmem Oe3neku K 2any3b 00CHI0JCeHb, SKI
NpPOBOOAMbCA Y 2YMAHIMAPHOMY A MeXHiuHOMY yHigepcumemi. byna npedcmasnena 3azanbha mMooens 3az2pos,
besneku ma ynpagninms Oeznexkorn cucmem. Mooenv ynpagninHa 0e3neKow po3eii0acemvcs 6 Acnekmi
OYNIeKCHO20 KOHMPOJIO 3a PO3NOOINOM 3ac00is i 3ax00ie besnexu.

Keywords: cucmemu b6esnexu; modens 3a2pos; mooeni 6es3nexu.

TEOPUA N NPOEKTUPOBAHUE CUCTEM BE3OMNMACHOCTU

Ilemp Cunkeeuy (0-p dunocoduu, npogpeccop, Oupexmop uncmumyma npoeKmuposanus cucmem 6e30nacnocmu)
Ilemp I'agnuuek (doyenm, npedcmasumens pexmopa no unHosayusm)

Hayuonansnulit ynugepcumem o6oponst, Bapwasa, llonvwa

B cmamve npedcmasnenvt ocnosuvie nonsimust u onpedeienusi bezonachocmu cucmem. boliu 06cysicoenvl
MoOenb yepo3 Onsi 6e30ndacHocmu cucmem u 00was mooeib 0e30nacHou cucmemvl (m.e. 3aUUUIEHHOU Om
BHEWHUX U GHYMPEHHUX Yepo3). Bolia onpedenena npobiema ynpasienuss 6€30NACHOCIbIO CUCMEM, YUUMbLEUS]
0COOEHHOCIU YNpasneHus puckom. B cmamve npueedenvi mexywjue npobremvl HAYYHbIX UCCIEO08AHUL 8
obnacmu 3awumsl 1 6E30NACHOCMU, KOMOPbIE PACCMAMPUBAIOMCH KAK 00OIACMb CUCTEMHBIX UCCAeO08ANHUL
(cucmemHublil AHAIU3, RPOSKMUPOBAHUE CUCTIEM).

Brumanue yoensiemcs sienenuio pocma yepo3 6€30nacHocmu (UHOUSUOYAbHbLE, JIOKALbHbLE, 2I00ATbHbLE),
a makdce pocm nOnyIAPHOCMU OOYueHus 6 001ACmu HAYUOHANLHOU 0Oe30NACHOCMU U CEA3AHHLIX C Hell
ompacisx (Hanpumep, eHympennei Oesonacrocmu, Gesonachocmu 300poevs). Ha one smux senenuii Ovin
npeocmasien asmopCKull OPUSUHATILHBLIL NPOEKI MENCOUCYUNTUHAPHBIX UCCLe008AHUTL NO NPOEKMUPOBAHUIO
cucmem 6e30nacHOCmU Kak 061acmb UCCIe008ANUL, KOMOPble NPOBOOIMCS 8 2YMAHUMAPHOM U MEXHUYECKOM
yHugepcumeme. bviia npedcmaenena obwas moodenv yepos, 6e3onacnocmu u ynpasieHusi 6€30nacHOCMbIO
cucmem. Modens ynpaenenusi 6€30RACHOCMbIO PACCMAMPUBAEMC 6 ACheKme OYWIEKCHO20 KOHMPOJs 3d
pacnpeodeneruem cpedcme u mep Oe30nacHoCmi.

Keywords: cucmemvr bezonacrhocmu; modens yepos; mooenu 6e30nacHoChi.
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